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A B S T R A C T 
 

Solar energy is one of the clean renewable energy sources that can offset the 

rising consumption of fossil fuels. However, the meteorological parameters, 

such as solar irradiance, ambient and solar module temperatures, relative 

humidity, etc., constantly change, and so does the solar power generation. Such 

variations cause instability in the power grid operation due to injecting an 

unpredicted amount of power. Hence, solar energy prediction models capable 

of learning from past weather data and predicting future energy generation are 

highly desired for grid operation and planning. The objective of this study is to 

determine the suitable meteorological parameters for the solar energy 

prediction model based on the Pearson correlation coefficient and to implement 

them in different machine learning models. It is found in this study that five 

meteorological parameters, namely Air temperature, cloud opacity, global tilted 

irradiance, relative humidity, and zenith angle, correlate highly with solar 

energy generation. Later, based on the correlations, four machine-learning 

models were implemented to predict the solar power for Kuching, Sarawak. The 

accuracy of the models is measured through standard matrices such as root 

mean square error, mean square error, mean absolute error, and R-squared 

value. 

 

1. Introduction 

The entire world is going through an energy transition 

due to replacing fossil fuels with renewable energy sources. 

According to Holechek et al. [1], the world's energy 

consumption is increasing quickly and is predicted to 

increase by around 60% by 2030; during that time, fossil fuels 

will continue to dominate the world's energy use. However, 

the emissions from massive fuel combustion have resulted in 

global warming and depletion of the ozone layer, which 

caused significant climate change across the world. 

Therefore, many countries are introducing alternative green 

& renewable energy sources to meet the energy demand. 

Solar energy is one of the preferred candidates, abundant in 

many parts of the world. Malaysia is a tropical country with 

diverse energy resources, including fossil fuels and various 

renewable energy sources [2]. According to Vaka et al. [3], just 

8% of Malaysia's total energy is now produced from 

renewable sources, despite its commitment to reach 20% by 

2025. Moreover, the Malaysian Investment Development 

Authority (MIDA) states that solar energy, hydroelectricity, 

and biomass are Malaysia's only flourishing renewable 

energy technologies. As it is in the equatorial zone, Malaysia 

has advantages in developing its solar energy technologies 

due to its abundance in this region [4]. Malaysia receives 

mean daily solar radiation of 4.7 to 6.5 kWh/m2 for roughly 

10 hours each day, which is a large amount of solar energy 

throughout the year [5]. The government has also introduced 

several new incentive schemes such as net energy metering 

(NEM), feed-in tariff (FIT), large-scale solar (LSS), and self-

consumption (SELCO) after realizing the potential of solar in 
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the country. As shown in Figure 1, solar energy in Malaysia is 

around the higher spectrum in the radiation chart. However, 

the uncertainty in solar energy prediction due to its 

dependency on atmospheric parameters makes market 

penetration challenging [6].  

 

Figure 1. Solar Irradiance profile in Malaysia 

The uncertainty in meteorological parameters such as 

solar irradiance, ambient temperature, solar hours, humidity, 

and cloud cover affect solar energy production significantly. 

Unexpected variations in a PV system's output may raise 

operating costs for the electricity system by increasing the 

need for primary reserves and posing potential risks to the 

reliability of the electricity supply [7]. Not only that, according 

to Alam et al. [8], one of the main impediments to integrating 

renewable energies into the grid is that their power supply is 

erratic and intermittent. This causes difficulties in grid 

management. Therefore, solar power forecasting becomes 

crucial for assuring the grid's reliability in addition to 

providing an ideal unit commitment and cost-effectiveness 

dispatch. According to Chakchak and Cetin [9], various 

techniques and tools, such as empirical models that use 

mathematical relationships between data measurements to 

estimate solar power, machine learning algorithms/models, 

and remote sensing tools, have been proposed in recent years 

to estimate solar power. Because the weather has a significant 

impact on solar energy generation and can have a variety of 

effects on it; therefore, it is essential to understand the link 

between various meteorological features before developing 

the energy forecast model [10]. It is difficult to predict from 

just one climate component because solar energy and power 

generation of solar panels depend on several weather 

parameters [11]. On the other hand, Jebli et al. [10] further 

state that it is vital to determine which aspects of the related 

meteorological variables include the most pertinent data to 

make reliable projections. Besides, meteorological 

parameters vary significantly from country to country. Thus, 

the ML model developed for one country would not be 

suitable for other countries, especially if they are not under 

the same climate conditions. 

Several research studies have been conducted on 

studying the correlation between different meteorological 

parameters to better understand the relationship between 

each parameter. Hossain and Mahmood [12] used the Pearson 

Product-Moment Correlation Coefficient (PPMCC) to 

calculate the correlation coefficient for seven different 

weather indicators in the field of solar energy forecast. 

Similarly, Jebli et al. [10] used the Pearson correlation 

coefficient to identify a connection between 8 meteorological 

variables. On the other hand, Kumari and Toshniwal [6] 

conducted a study on the forecast of solar irradiance whereby 

they stated the significance of feature selection and analysis 

in machine learning, which not only improves the 

performance of the machine learning models on a high-

dimensional dataset by lowering complexity and computing 

time but also aids in the elimination of unnecessary features. 

They identified the most important variables by analyzing 

eight weather parameters using the Pearson correlation 

coefficient. Meanwhile, in the study of solar radiation 

prediction, Huang et al. [13] used historical information from 

a continuous time series obtained by PPMCC to analyze the 

relationship between the sun radiation intensity and six other 

meteorological parameters. In another study, Ojo [14] 

considered air temperature, solar radiation, and wind speed 

data from the National Aeronautics and Space Administration 

and evaluated ten existing models. Besides, Zhu et al. [15], 

evaluated the correlations between solar irradiance intensity, 

atmospheric density, cloudiness, wind speed, relative 

humidity, and ambient temperature using the Pearson 

correlation coefficient. However, in the context of the Borneo 

region, Malaysia, no major study is found in the literature to 

examine meteorological parameters in depth to find the 

correlation with solar power generation. Thus, this study 

aimed to find suitable meteorological parameters that are 

highly correlated to solar power generation. Besides, this 

study also develops four ML algorithms based on the findings 

of highly correlated meteorological parameters. The 

remaining part of this paper is categorized into four sections. 

A summary of the preliminary steps and the methodology 

used to carry out this study, such as data preparation and pre-

processing, are provided in sections 2 and 3. The results 

obtained will be presented and discussed in section IV before 

concluding this research paper by summarizing this study's 

key findings in section 4. 

2. Data sets and preprocessing 

2.1 Meteorological dataset 

The historical weather dataset for Kuching, Sarawak is 

obtained from Solcast [16]. Solcast provides historical data 

from 2007 to as little as seven days prior in the form of Time 

Series, Typical Meteorological Year (TMY), and Monthly 

Averages. The Time Series data is chosen as it is a historical 

record of weather data for a specified location whereby the 

data is recorded at an interval of 1 hour. It provides data on 

parameters such as global horizontal irradiance, direct 

normal irradiance, cloud opacity, temperature, wind speed, 

etc. The meteorological dataset obtained contains data for the 

location of the city of Kuching. Kuching, located between the 

coordinates of 1.5535°N and 110.3593°E, is the capital and 

the most populous city in Sarawak, Malaysia. The dataset was 

selected from 2007 to 2021. 

2.2 Data preprocessing 

It is necessary to clean and normalize the supplied data 

before identifying the correlation. The obtained correlation 

may be inaccurate since there could be some random and 

non-stationary components in the historical weather data 

brought on by changing weather conditions and uncertainty. 

Moreover, not all the data provided are useful, in this case 

referring to the data during night whereby the solar 
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irradiance is 0, which results in no solar power being 

generated. Hence, all the rows where the solar irradiance data 

equals 0 are removed since they are not required. The other 

values of irradiance and temperature are used to calculate the 

solar power generated using the single-diode model [17].  The 

flowchart of the coding process is shown in Figure 2. Based on 

the flowchart for the data pre-processing process, as shown 

in Figure 2, the libraries required are first imported before 

loading the dataset obtained. The PV module parameters are 

then initialized before the calculation process begins. For this 

project, the chosen PV module was Samsung SDI PV-

MBA1BG247, and the specification is given in Table 1. To 

calculate how much solar energy could be produced from the 

given weather data, the global irradiance and the temperature 

was taken from the dataset. 

 
Figure 2. Data preprocessing flowchart 

The single diode model equations for the PV module used 

to calculate the PV power generation are presented in Eq (1-

7). The irradiance value from the dataset is used to find the 

value of the maximum current IMPP at MPP using Eq (1). 

Then, using the Irradiance values, photocurrent Iph is 

calculated. The thermal voltage constant is found using the Eq 

(3) where the temperature value was taken from the dataset. 

Values from Eq (2) and (3) is placed in Eq (4) to find the open 

circuit voltage. It is found in the PV specification that VMPP is 

related to VOC by a multiplier of 0.8112. That relation is 

utilized to calculate the VMPP by using the Voc from Eq (4). 

Then PMPP¬ is calculated using Eq (6). Using this process, a 

new column was added to the dataset, which represents solar 

power, which is the power produced under that hour of the 

dataset. 

𝐼𝑚𝑝𝑝 = (𝐼𝑀𝑃𝑃_𝑆𝑇𝐶 ×
𝐺

𝐺𝑆𝑇𝐶
)            (1) 

𝐼𝑝ℎ = (𝐼𝑃𝑉_𝑆𝑇𝐶 + 𝐾𝐼∆𝑇)
𝐺

𝐺𝑆𝑇𝐶
                            (2) 

𝑉𝑇 =
𝑎𝑘𝑇

𝑞
                              (3) 

𝑉𝑜𝑐 = 𝑁𝑠𝑉𝑇 ln (
𝐼𝑝ℎ

𝐼𝑆𝐷
) = 𝑁𝑠 (

𝑎𝑘𝑇

𝑞
) ln (

𝐼𝑝ℎ

𝐼𝑆𝐷
)                                       (4) 

𝑉𝑚𝑝 = 0.8112𝑉𝑜𝑐            (5) 

𝑃𝑀𝑃𝑃 = 𝑉𝑀𝑃𝑃𝐼𝑀𝑃𝑃             (6) 

 

Table 1. PV module specifications 

 

 

2.3 Data correlation 

The correlation between different weather parameters is 

analyzed and studied using the Pearson correlation 

coefficient (PCC). PCC is a strong tool to understand the linear 

dependency between two variables. The Pearson correlation 

coefficient (PCC), assesses the degree and direction of a linear 

relationship between two random variables. Formally, the 

covariance of the two variables divided by the product of their 

standard deviations (which acts as a normalization factor) is 

what makes up the Pearson correlation coefficient of two 

variables, X and Y. It can be equivalently represented by the 

following formula: 

𝑟𝑥𝑦 =
∑(𝑥𝑖−�̅�)∑(𝑦𝑖−�̅�)

√∑(𝑥𝑖−�̅�)
2√∑(𝑦𝑖−�̅�)

2
            (7) 

where �̿� =
1

𝑛
∑ 𝑥𝑖
𝑁
𝑖=1  denotes the mean of x, and �̿� =

1

𝑛
∑ 𝑦𝑖
𝑁
𝑖=1  

represents the mean of y. 

To linear transformations of either variable, the coefficient rxy 

is invariant and ranges from -1 to 1. Additionally, the PCC 

indicates how strongly the two variables, x and y, are 

Parameters Value 

Light generated current, IPV_STC 8.7912 A 

Maximum power current, IMPP_STC 8.21A 

Open circuit voltage, VOC_STC 37.5 V 

Maximum Power Voltage, VMPP_STC 30.1 V 

Short circuit current coefficient, KI 0.52753 

Diode saturation and diffusion current, ISD 2.5469e-10 A 

Diode ideality factor, a 1.0032 

Series resistance, Rs 0.34878 Ω 

Shunt resistance, Rsh 273.0475 Ω 

Number of cells, Ns 60 

Solar irradiance at STC, GSTC 1000 W/m2 

The temperature at STC, TSTC 25°C or 298.15 K 

Boltzmann constant, k 1.3807e-23 J/K 

Electron charge, q 1.6022e-19 C 
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associated linearly, with the correlation coefficient being 

positive for directly related variables and negative for 

inversely related ones. If rxy = 0, the variables are regarded as 

being uncorrelated. The stronger the indicators of closeness 

to a linear relationship are, the closer |rxy| is to 1. The 

correlation coefficient’s absolute value increases with the 

strength of the link between solar energy and weather 

variables, whereby a positive correlation shows a rising linear 

relationship and vice versa. The analyzed weather 

parameters are air temperature, surface pressure, cloud 

opacity, dew point temperature, precipitable water, global 

tilted irradiance, relative humidity, azimuth angle, 10m wind 

direction, 10m wind speed, and zenith angle. 

3. Results and discussion 

Prior to developing the machine learning models for 

solar energy prediction, correlation among different weather 

parameters was calculated using the Pearson correlation 

coefficient (PCC). The different weather parameters being 

investigated include surface pressure, air temperature, dew 

point temperature, 10m wind speed, global tilted irradiance, 

precipitable water, relative humidity, azimuth angle, 10m 

wind direction, cloud opacity, zenith angle, and solar power. 

A correlation matrix that shows the correlation between 

different weather parameters is presented in Figure 3. 

 
Figure 3. Correlation matrix among the weather parameters 

3.1 Correlation matrix 

The correlation matrix provided valuable insight into 

which parameters have a strong correlation with solar power 

generation.  

• Air temperature and global tilted irradiance strongly 

correlate with solar power. 

• Cloud opacity, relative humidity, and zenith angle strongly 

correlate negatively with solar power. 

• Global tilted irradiance strongly correlated negatively with 

the cloud opacity and zenith angle. 

• Dew point temperature positively correlated with 

precipitable water and relative humidity. 

• Relative humidity illustrated a strong negative correlation 

with air temperature. 

Some of the selected correlation diagrams are illustrated in 

Figure 4. 

3.2 Prediction models and comparisons 

After analyzing the correlation between different 

weather parameters and solar power, five parameters are 

chosen to develop the ML models. These are namely air 

temperature, global tilted irradiance, cloud opacity, relative 

humidity and zenith angle. Four different MLA was developed 

namely  Multiple Linear Regression (MLR), Random Forest 

Regression (RFR), Support Vector Regression (SVR), and 

Lasso Regression (LR). The reason for selecting these four ML 

models is that they are frequently seen as more interpretable 

since it is simpler to comprehend how the model came to a 

specific prediction. 

On the other hand, the correlations between 

meteorological parameters and solar power output can be 

difficult to explain using Support Vector Machine (SVM) and 

Artificial Neural Networks (ANN) because they tend to be 

more “black boxes”. Moreover, SVM and ANN can be prone to 

overfitting, especially when dealing with noisy or insufficient 

data. In contrast, simpler models like MLR and LR are less 

likely to overfit, and RFR also provides a level of 

regularization that helps mitigate overfitting. The graphs 

presented in Figure 5 illustrate the predicted and actual 

values of solar power from each machine-learning model. The 

red plot represents the predicted values, whereas the blue 

plot represents the actual values of solar power. 

The RMSE, MSE, MAE, and R-squared values for each 

machine learning model are listed in Table 2 to summarize 

their performance. It can be observed that the results 

obtained from the MLAs, the MLR, RFR, and LR presented a 

good accuracy in terms of R-squared values of 99.99%, 

99.42%, and 99.42%, respectively. SVR was the least accurate 

among these models, with an R-squared value of 98.78% and 

a longer prediction time than other models. Regarding 

prediction errors, RFR was the most accurate model with 

minimal errors and less than 0.5W of power output. In 

contrast, the SVR has the highest prediction error with RMSE, 

MSE, and MAE values of 8.72W, 76.05W, and 5.91W power 

output, respectively.  

Since the dataset utilized in this study contains intricate 

and non-linear linkages between datasets, the RFR and SVR 

are both very good at handling these connections. 

Nevertheless, the PCC’s adoption to identify the highly 

correlated meteorological indicators is warranted because 

weather conditions cause their non-stationary and 

unpredictable processes. Furthermore, it is worth noting that 

the MLR and LR present identical results in each aspect. The 

MLR identifies the line of best fit for the five parameters 

selected from the Pearson correlation coefficient. In contrast, 

the LR identifies the regression coefficients of the parameters 

to produce the most accurate prediction with minimal errors. 

The machine learning models' performance is being 

compared with the models designed by Markovics and Mayer. 

They designed four different models, namely Linear 

Regression (LR), Random Forest Regression (RFR), Support 

Vector Regression (SVR), and Artificial Neural Network 

(ANN), to predict solar energy in Morocco and Brazil.  
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Table 2. Comparison of four ML models 

Model RMSE 
(W) 

MSE (W) MAE 
(W) 

R-Squared 
(%) 

MLR 6.00 35.99 4.19 99.42 

SVR 8.72 76.05 5.91 98.78 

RFR 0.37 0.14 0.19 99.99 

LR 6.00 35.99 4.19 99.42 

 

Since ANN is not included in this research, the 

performance of the remaining three models is reviewed. In 

Morocco, the RF is the most accurate model, and LR is the least 

accurate model, whereas in Brazil, the RF is the most accurate 

model, and SVR is the least accurate model. The performance 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 of the models designed in this research agrees with the 

models designed by Markovics and Mayer for prediction in 

Brazil. However, like feature extraction and identification, 

there are no complete right or wrong results as this process 

depends on the collected data and how the models are being 

trained to make predictions. 

4. Conclusions 

This work identified the relationship between different 

meteorological parameters and solar power using the 

Pearson correlation coefficient. Analysis of these 

relationships reveals that various meteorological parameters 

demonstrate various correlations with one another, resulting 

in the following observations: 

• Air temperature and global tilted irradiance strongly 

correlate positively with solar power. 

• Cloud opacity, relative humidity, and zenith angle strongly 

correlate negatively with solar power. 

Based on such correlations, four different machine learning 

models: MLR, RFR, SVR, and LR, were implemented, and their 

  

  

  
 
Figure 4. Selected correlation figures between different meteorological parameters 
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prediction accuracy was determined using performance 

metrics such as Root Mean Square Error (RMSE), Mean 

Square Error (MSE), Mean Absolute Error (MAE), and R-

squared value. It was concluded that from all machine 

learning models, MLR, RFR, and LR presented good accuracy 

in R-squared values of 99.99%, 99.42%, and 99.42%, 

respectively in a Malaysian context. Regarding prediction 

error, RFR was the most accurate model with minimal errors, 

which are less than 0.5W of power output. In contrast, the SVR 

has the highest prediction errors with RMSE, MSE, and MAE 

values of 8.72W, 76.05W, and 5.91W power output, 

respectively. In a nutshell, RFR outperformed all the other 

models with the highest prediction accuracy and the lowest 

prediction errors in the context of Kuching, Sarawak, 

Malaysia. 
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